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Abstract 17 

Ammonia synthesis is one of the most studied reactions in heterogeneous catalysis. 18 

To date, however, electrochemical N2 reduction in aqueous systems has proven to be 19 

extremely difficult, mainly due to the competing hydrogen evolution reaction (HER). 20 

Recently, it has been shown that transition metal complexes based on molybdenum can 21 

reduce N2 to ammonia at room temperature and ambient pressure in a non-aqueous 22 

system, with a relatively small amount of hydrogen output. We demonstrate that the 23 

non-aqueous proton donor they have chosen, 2,6-lutidinium (LutH+), is a viable substitute 24 

for hydronium in the electrochemical process at a solid surface, since this donor can 25 

suppress the HER rate. We also show that the presence of LutH+ can selectively stabilize 26 

the *NNH intermediate relative to *NH or *NH2 via formation of hydrogen bonds, indicating 27 

that the use of non-aqueous solvents can break the scaling relationship between limiting 28 

potential and binding energies. 29 
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Introduction 1 

The abundant nitrogen resources in the atmosphere can only be used biologically in 2 

the form of ammonia or products derived from it1. The conversion of nitrogen to ammonia 3 

for fertilizer production has played a critical role in the growth and sustenance of the 4 

world’s population2. Furthermore, as a carbon-free and high-energy density liquid fuel3, 5 

ammonia can be a potential substitute for traditional fossil fuels in the near future.  6 

In industry, ammonia is produced using gas phase N2 and H2 by the Haber-Bosch 7 

process4 at high temperature (approximately 400 °C) and pressure (100-150 bar) over Fe5, 8 
6 or Ru7-10 catalytic particles, in order to activate the strong N-N triple bond. This is an 9 

energy-intensive process11, relying mostly on fossil fuel as not only the energy source, but 10 

also a chemical feedstock. Almost all of the hydrogen gas used for ammonia synthesis is 11 

produced by steam reforming of methane, which is energy intensive and unsustainable12. 12 

From an environmental point of view, if other hydrogen sources without reforming or 13 

decomposition steps could be chosen, it would be much more favorable13.  14 

In contrast, nature has developed a route for N2 conversion under ambient conditions. 15 

While the Haber-Bosch process proceeds via a dissociative reduction mechanism14, the 16 

nitrogenase enzyme catalytically weakens the N-N bond through successive 17 

proton-electron transfers, referred to as the associative mechanism15-17. The biological 18 

process is quite inefficient since 16 ATP per reduced N2 is required, the hydrolysis of 19 

which is needed to increase the chemical potential of electrons, corresponding to an 20 

energy expense of ~5 eV per turnover of one N2 molecule18. It is conceivable that this 21 

natural process can be emulated in an electrochemical cell with lower energy 22 

consumption than the current industrial process19, 20, where the protons can come from 23 

water splitting, the electrons can be driven to the interface by an applied bias and 24 

renewable energy resources like wind or solar power can be used instead of fossil fuels.  25 

The main challenge with this electrochemical reaction is the poor selectivity towards 26 

reduction of N2 to ammonia. Few electrochemical systems that produce large quantities of 27 

ammonia with high Faradaic Efficiencies (0.1 mA/cm2 at 10% FE) have been reported to 28 

date, mainly due to competition with the hydrogen evolution reaction (HER)21, 22. The 29 

problem with selectivity for heterogeneous surfaces is related to the fact that the surfaces 30 

covered by H can catalyze HER at low overpotentials20. Montoya et al.23 have 31 

demonstrated that the potential required to drive the N2 reduction, even for the best 32 

transition metal catalysts, is quite negative (at least -1V). Under such cathodic potentials, 33 

most surfaces will be fully covered with H adatoms, thereby lowering the possibility of 34 

*NNH (the first and a key reduction product of N2) formation24. Hence, the selectivity 35 

towards NH3 becomes negligible, and H2 becomes the dominant product. 36 

Recently, numerous experimental and theoretical studies have been focused on the 37 

electrochemical synthesis of ammonia and they have provided excellent insights into the 38 



development of new reaction and catalytic resources for this reaction. Transition metal 1 

nitrides are widely used, on which the production of ammonia is predicted to occur at 2 

smaller overpotentials. The competing reaction, HER, then can be suppressed as the 3 

reaction can proceed via the Mars-van Krevelen mechanism25, in which a surface N atom 4 

is reduced to NH3 and the generated nitrogen vacancy is then replenished with gaseous 5 

N2. Co3Mo3N is one of the most active catalysts for ammonia synthesis, on which it is 6 

demonstrated that the Mars-van Krevelen mechanism dominates compared to associative 7 

or dissociative mechanism26. VN, ZrN, NbN, CrN and RuN are promising candidates, on 8 

the single-crystal facets of which N2 reduction can be catalyzed in high yield at low onset 9 

potentials27, 28. While in practice, polycrystalline surfaces would always be used. As other 10 

facets of these nitrides are taken into account, ZrN is the only probable candidate, for all 11 

its facets would be active and stable for ammonia synthesis under operating conditions 12 

and would not decompose29, 30. Some theoretical studies indicate that transition metal 13 

nanoclusters can also be active catalysts for both associative and dissociative N2 14 

reduction14, 31. 15 

Yandulov and Schrock32 have accomplished a successful formation of ammonia (67% 16 

yield of ammonia was obtained) on transition metal complexes based on molybdenum at 17 

room temperature and ambient pressure. Unlike using the aqueous system, dinitrogen is 18 

reduced catalytically in heptane with 2,6-lutidinium as the proton source and 19 

decamethylchromocene [Cr(η5-C5Me5)2, or CrCp*2] as the reducing agent33-36. It has been 20 

shown theoretically37 that the overall mechanism of the Schrock Cycle appears to be quite 21 

similar to that of the nitrogenase reaction. In the Schrock process, the formation of 22 

hydrogen gas can be largely suppressed by dropwise addition of the reducing agent, in 23 

association with the poorly soluble acid32. It has been demonstrated by Singh et al.38 that 24 

lowering the accessibility of electrons, protons or both can increase the NH3 selectivity in 25 

any system, homogeneous or heterogeneous.   26 

In this work, we present a theoretical study of associative electrochemical ammonia 27 

synthesis over close-packed transition metal surfaces using a non-aqueous proton source, 28 

2,6-lutidinium (LutH+), which has been chosen in the Schrock Cycle32. We first show that 29 

the competing hydrogen evolution reaction (HER) can be suppressed relative to 30 

hydronium as proton donor. The Volmer reaction has a significantly higher barrier with 31 

LutH+ as proton donor species when compared with hydronium, thereby lowering the 32 

probability of occurrence of the Heyrovky reaction, or HER. Secondly, we examine the 33 

configuration and stability of intermediates (*NNHx (x = 0, 1, 2) and *NHx (x = 0, 1, 2)) in 34 

the N2 reduction system. Co-adsorption with LutH+ can selectively stabilize the *NNHx 35 

species through formation of hydrogen bonds while destabilize *NHx species, giving rise 36 

to a smaller limiting potential for electrochemical N2 reduction. As a result, we conclude 37 

that such non-aqueous systems may be much more selective for ammonia synthesis. 38 

 39 



Computational Method 1 

Density functional theory 2 

All calculations are carried out using the Quantum Espresso software package39, 3 

interfaced with the Atomic Simulation Environment (ASE)40. The BEEF-vdW41 exchange 4 

correlation functional is selected for its accurate estimation of adsorption energies42 and 5 

its consideration of the van der Waals interactions. A Fermi-Dirac smearing of 0.1 eV is 6 

applied. Plane wave basis sets with kinetic energies up to 500 eV are used. The k-points 7 

are sampled using a 3×3×1 Monkhorst-Pack grid43. The difference in adsorption energies 8 

between this value and a denser k-points sampling, 4×4×1, is found to be less than 0.01 9 

eV according to a few tests.  10 

Simulations are carried out on close-packed face-centered cubic (fcc) surfaces with 11 

optimized metal lattice constants (see supporting information, Table S1). All surfaces are 12 

modeled by periodically repeated 4×4 three layer slabs. The slabs are separated by at 13 

least 15 Å of vacuum in the z-direction of the interface. The two bottom metal layers are 14 

fixed, while the topmost layer and the adsorbates are geometrically relaxed so that the 15 

maximum force in any direction on any moveable atom is less than 0.03 eV/Å. Dipole 16 

correction is included in all cases to decouple the electrostatic interaction between 17 

periodically repeated slabs.  18 

Electrochemical treatment 19 

We calculate the reaction barriers to the Volmer reaction44 and the Heyrovsky 20 

reaction45 using the non-aqueous proton donor, LutH+, on a series of flat transition metal 21 

surfaces, which are then compared with the aqueous results. The NEB (nudged elastic 22 

band)46 method is used to calculate transition state geometries, and all of the transition 23 

states have been verified by their vibrational frequencies. 24 

Volmer reaction: 25 

 LutH+ + e- ⇌  Lut +	*H  (1) 26 

 H3O+ + e- ⇌  H2O + *H (2) 27 

which corresponds to a proton transferred from the proton donor to the surface. An 28 

asterisk, *, denotes an adsorption site on the surface. 29 

Heyrovsky reaction:  30 

 LutH+ + *H + e- ⇌  Lut + H2(g) (3) 31 

 H3O+ + *H + e- ⇌  H2O + H2(g) (4) 32 

a proton from the proton donor will attach to an H--like species on the surface to form an 33 

H2 molecule without first adsorbing on the surface (compared with Tafel reaction47).  34 

To analyze the energetics of elementary steps involving a proton-coupled electron 35 

transfer, we use the computational hydrogen electrode48 (CHE). By choosing standard 36 

hydrogen electrode (SHE) as the reference state, the chemical potential of the 37 



proton-electron pair is related to that of one-half hydrogen: 1 

 1
2
H2(g) ⇌ H+ + e-  (5) 2 

Real electrochemical reactions are always operated at constant potential. On the 3 

other hand, DFT simulations of electrochemical barriers are typically performed at 4 

constant charge, as a result of which interfacial charge density and the corresponding 5 

potential will change along the reaction path49, 50. One way to overcome this issue is to 6 

increase the size of unit cell24,51 until the interfacial charge density change during a charge 7 

transfer reaction from initial state to final state becomes negligible. However, a larger unit 8 

cell is computationally demanding. An efficient alternative is to use an approximate charge 9 

extrapolation method proposed by Chan et al.52 For a given interfacial charge transfer 10 

process, the chemical and electrostatic contributions to the change in energy are 11 

separable. For simple proton transfers, the electrostatic component is purely capacitive. 12 

With surface charge density, the capacitance and capacitor energy per surface atom can 13 

be determined. According to this method, the total energy change from state 1 to 2 at a 14 

constant potential Φ1 can be decided by: 15 

 E2(Φ1) - E1(Φ1) = E2(Φ2) - E1(Φ1) + (q2-q1)(Φ2-Φ1)/2 (6) 16 

where E2(Φ2)-E1(Φ1) and Φ2-Φ1 are the DFT-based reaction energy change and work 17 

function change, respectively. q2-q1 represents the change in surface charge from state 1 18 

to 2, estimated using Bader Analysis53. This simple method is applicable to both reaction 19 

energy (ΔE) and activation energy (Ea), which has been used to determine the kinetics of 20 

HER in this work. All the barriers hereinafter are extrapolated to U = 0 V (vs. SHE).  21 

We then investigate the configurations and binding energies for all the reaction 22 

intermediates (*NNHx (x =0, 1, 2) and *NHx (x = 0, 1, 2)) in the electrochemical reduction 23 

of N2 on a few fcc(111) surfaces. Several structures and adsorption sites are tested in 24 

each case. By using standard vibrational corrections within the harmonic oscillator 25 

approach and a frozen slab approximation, we calculate the vibrational frequencies for all 26 

the intermediates. From the vibrational frequencies, zero-point energy (ZPE) corrections 27 

are included and the entropy and enthalpy under reaction conditions are determined. The 28 

change in free energy is given by: 29 

 ΔG = ΔE + ΔEZPE − TΔS (7) 30 

where ΔE is the reaction energy of each intermediate step, ΔEZPE is the zero-point energy 31 

correction and TΔS is the entropy change under a certain temperature. Referenced to 32 

gaseous N2 and H2, the free binding energies for all the intermediates can be determined.  33 

 34 

Results and discussion 35 



Adsorption of 2,6-lutidinium on transition metal surfaces 1 

We have compared two orientations of 2,6-lutidinium (LutH+) adsorbed on Pt(111), 2 

shown in Figure 1. The parallel configuration of LutH+ binds stronger to the surface by 3 

0.18 eV relative to the perpendicular one, leading us to conclude that the binding of the 4 

species is dominated by electrostatic interactions. Therefore, the parallel configuration is 5 

adopted in all of our calculations.  6 
 7 

 8 

Figure 1 2,6-lutidinium adsorption configurations on Pt(111) - (a) parallel to the 9 

surface (b) perpendicular to the surface. (1) indicates side view and (2) is the top view. 10 

The solid line represents the size of one unit cell.  11 

 12 

The calculated binding energies (Eb) of LutH+ on different transition metal terraces 13 

are shown in Table 1. Although the equilibrium height of LutH+ exceeds 3 Å, binding is 14 

favorable, largely due to the electrostatic interactions, which are accurately captured by 15 

the BEEF-vdW functional41. It is worth noting that the binding on Pt(111) is significantly 16 

stronger than the remaining surfaces.  17 

 18 

Table 1 Binding energies (Eb) of LutH+ adsorbed on different fcc(111) metal surfaces. d 19 

refers to the average vertical distance between the H+ of LutH+ and the first layer of the 20 

metal surface. 21 

 Ag(111) Cu(111) Ir(111) Pd(111) Pt(111) Re(111) Rh(111) Ru(111) 

Eb /eV -0.36 -0.46 -1.00 -1.03 -1.48 -0.69 -0.86 -0.87 

d /Å 3.77 3.76 3.60 3.40 3.43 3.73 3.61 3.63 

 22 

In order to understand these trends, we determine the relationship between the 23 

binding energy of LutH+ and work function of the clean transition metal surface, shown in 24 

Figure 2. As the clean Pt(111) has a relatively large work function, it can become more 25 

stable upon transferring an electron. Therefore, the LutH+ binds stronger on Pt(111).  26 
 27 



 1 

Figure 2 Relationship between the binding energies of LutH+ adsorbed on transition 2 

metal (111) surfaces and the work functions of the corresponding clean surface. 3 

 4 

The projected density of states (PDOS) for the adsorbed LutH+ on these surfaces, 5 

shown in Figure 3, further illustrates this point. We focus only on the N atom of LutH+ and 6 

the proton adjacent to it, as well as the surface atom. Here we choose Ru (more reactive 7 

than Pt) and Ag (less reactive than Pt) as representatives to be compared with Pt. The 8 

filling of the antibonding states of N on other metal surfaces are similar with Ru and Ag. In 9 

the d-band model54 the electronic states of transition metal surfaces are divided into 2 10 

types: the sp-bands and d-bands. When the LutH+ approaches the surface, we have an 11 

empty H1s state well above the Fermi level (shown in red) and bonding states are formed 12 

between the metal sp-states (shown in green) and the N 2p states. As all transition metals 13 

have similar broad sp-bands, the bond energy contribution from the sp-electrons is large 14 

and independent of the metal. Then the renormalized N 2p states couples with the metal 15 

d-states (shown in blue) to form bonding and antibonding states (shown in magenta). This 16 

gives rise to further contributions to the bond energy and the strength of the interaction will 17 

depend on the filling of the antibonding states. At a metal surface, the filling depends on 18 

the position of the antibonding states relative to the Fermi level. On Pt(111), the 19 

antibonding states of the N atom is apparently less filled compared with on Ag(111) and 20 

Ru(111), which gives a further explanation for the stronger binding.  21 

 22 

 23 



 1 
Figure 3 Projected density of states (PDOS) on N and H+ adjacent to it, and also on 2 

surface metal atoms (Ag, Ru, Pt) for LutH+ adsorption. See Figure 1(a) for the structure. 3 

The Fermi level corresponds to the origin of the energy-axis.  4 

 5 

Hydrogen evolution reactions (HER) 6 

The key problem faced by the electrochemical N2 reduction is the competing 7 

hydrogen evolution reaction (HER). One possible solution is to prevent H adsorption on 8 

the surface by employing proton donors that preferentially donate protons to the adsorbed 9 

N-N species. We contrast the selectivity of the non-aqueous proton donor 2,6-lutidinium 10 

(LutH+) to HER relative to the aqueous donor hydronium (H3O+).   11 

 12 

    13 
Figure 4 Scaling relation between reaction barriers (Ea) (left-Volmer, right-Heyrovsky) 14 

and H binding energies on the ontop-sites (EH*) of different flat transition metal surfaces. 15 

The black ones are results of H3O+ taken from Liu et al. (calculation details and error bars 16 

can be found in their supporting information)55, while the red line and dots represent our 17 

results of LutH+ with same functional and input parameters (see supporting information for 18 

the NEB profiles calculated for the original barriers, Figure S1). All these calculations are 19 

done at U = 0 V (SHE). 20 

 21 

The catalytic activity for heterogeneous reactions occurring on transition metal 22 

surfaces can be interpolated and summarized using approximate linear relations between 23 

reaction/activation energies and adsorption energies56, 57. In Figure 4, the reaction barriers 24 



scale well with the H binding energies. It should be pointed out that, the descriptor, namely 1 

the H binding energies, are all for H bound on the ontop-site of the metal surface, instead 2 

of on the most stable site (generally fcc-site). Although the H atom preferably adsorbs on 3 

the most stable site in the final state, in the transition state of the Volmer reaction, the H 4 

transferred from the proton donor (either from LutH+ or H3O+) adsorbs on the top site first, 5 

followed by a hop to its final position. During the course of the Heyrovsky reaction, the 6 

pre-adsorbed H also tends to move to the neighboring top site before combining with the 7 

transferred proton to form H2 gas. Therefore, the top site is a better-suited descriptor to 8 

determine barrier scaling.  9 

For Volmer reaction, depicted on the left of Figure 4, weaker binding of H translates to 10 

a larger barrier for proton transfer. With the exception of Ag, the proton transfer barriers 11 

with the LutH+ donor are significantly higher than those with hydronium. The most 12 

dramatic case is Pt(111), on which the Volmer reaction with H3O+ is almost barrierless 13 

(~0.1 eV), while the barrier is 0.6 eV with LutH+. These results clearly indicate that it is 14 

much more difficult to transfer a proton to the surface using LutH+ than using H3O+.  15 

Since LutH+ is a relatively weak acid (pKa in water = 6.7535), it does not donate a 16 

proton easily. During the proton transfer from LutH+ to the surface, the metal lattice 17 

exhibits puckering. The metal atom accepting the proton is displaced by almost 0.3 Å, 18 

which may be energetically unfavorable. In contrast, the lattice distortion with H3O+ is 19 

rather small (~0.1 Å). The exception is Ag(111), on which the H-binding energy is quite 20 

positive (0.87 eV). The displacement of the metal atom caused by the weak H adsorption 21 

is negligible in both cases, resulting in similar barriers. 22 

We further examine the proton transfer process using LutH+ on transition metal 23 

surfaces by the projected density of states on H+ next to the N atom of the LutH+. The 24 

results for Cu(111) are shown in Figure 5. Although the transfers are quite similar using 25 

these two donors (LutH+ and H3O+), the resulting PDOS plots are different. When using 26 

LutH+, in the initial state (IS), as shown in the former part, we have an empty H1s state. 27 

The energy peak is at around 2.5 eV. Then in the transition state (TS), the energy state 28 

moves down to the Fermi level (0 eV). Finally in the final state (FS), bonding states forms 29 

at ~ -7 eV. While for the water case, in the transition state, the energy state of the proton 30 

spreads broadly near the Fermi level (see supporting information, Figure S2), indicating 31 

it’s much easier for the proton comes from the H3O+ to receive electrons from the surface, 32 

which may lead to lower barriers.   33 

 34 



 1 

 2 
Figure 5 Projected density of states (PDOS) on H+ adjacent to the N atom of LutH+ 3 

and also the surface copper atoms for proton transferring from the LutH+. See Figure 1(a) 4 

for the structure. IS, TS and FS corresponds to the initial state, transition state and final 5 

state, respectively. The Fermi level corresponds to the origin of the energy-axis. 6 

 7 

In the Heyrovsky reaction, shown on the right of Figure 4, weaker H-binding energy 8 

corresponds to smaller desorption barrier. In marked contrast to the Volmer reaction, the 9 

barriers are very similar (with the exception of Ag) for both proton donors. On Ag(111), the 10 

pre-adsorbed H is rather easy to desorb, what counts for the H3O+ case is due to the 11 

explicit presence of water layer, it may be hard for the bound H (and H2 gas) to go upward, 12 

leading to a larger barrier. 13 

Therefore, the LutH+ donor likely outperforms H3O+ in the suppression of HER, 14 

because the Volmer reaction is less favorable with LutH+. And since the Volmer step must 15 

occur first, the subsequent Heyrovsky step on the transition metal surfaces can be 16 

avoided if another adsorbate can bind to the surface before an H atom. We then conclude 17 

that we can expect for better selective reduction of N2 to ammonia using LutH+ for the 18 

HER is suppressed. 19 

 20 

Electrochemical N2 reduction reaction (NRR) 21 

The results above demonstrate that the difference in the Volmer barriers for the two 22 

proton donors (LutH+ and H3O+) can mostly be attributed to the bulky solvent (LutH+) not 23 

being able to get very close to the surface, resulting in surface puckering. The Heyrovsky 24 

step, on the other hand, does not change much with the solvent. The similarity between 25 



the Heyrovsky barriers for LutH+ and H3O+ indicates that hydrogenation of adsorbates on 1 

the surface (onto an H, an N2, or other intermediates) does not require surface puckering 2 

and remains facile when LutH+ is the solvent, which is the ideal scenario for 3 

electrochemical N2 reduction. We expect, therefore, that the kinetics of proton transfer to 4 

nitrogen intermediates in both non-aqueous and aqueous systems will follow similar 5 

scaling behavior with respect to the thermodynamics of intermediates. In the following 6 

section, we consider how the thermodynamics of N2 reduction are affected by the switch 7 

in solvent from H3O+ to LutH+.   8 

We construct the Gibbs free energy diagram for electrochemical N2 reduction through 9 

successive proton-coupled electron transfer on Ru(111), a commonly used catalyst in the 10 

Haber-Bosch process, shown in Figure 6. It shows that the thermodynamic process of N2 11 

reduction is not very different with aqueous (shown in black) or non-aqueous (shown in 12 

red) proton donors. The overall reaction from nitrogen to the formation of ammonia on 13 

Ru(111) is exergonic. The most endergonic step is the addition of the first proton to the 14 

adsorbed N2 molecule to form *NNH. 15 
 16 

 17 
Figure 6 Free energy diagram for the associative reduction of N2 on Ru(111) (black). 18 

The using of LutH+ has been shown in red. Results are obtained from DFT calculations of 19 

the binding energies and vibrational frequencies, as well as entropy of the gas molecules. 20 

An asterisk, *, denotes an adsorption site on the surface. 21 

 22 

However, the influence of co-adsorption with LutH+ on the binding energies of 23 

intermediates is clearly depicted. In our model, as the LutH+ is partially positive, the 24 

surface is negatively charged in order to keep the system neutral. Then an electrostatic 25 

field outside the surface can be set up. Owing to the field effect58, the N2 molecule 26 

possesses a small negative charge, and the interaction between the induced field and the 27 

molecular dipole moment becomes attractive. Moreover, the LutH+ can further stabilize N2 28 

adsorption by forming a hydrogen bond. When compared with a clean surface, onto which 29 

the adsorption of N2 from gas phase is endergonic, the lowering in free binding energy 30 

due to the presence of LutH+ is sufficient to make the adsorption exergonic irrespective of 31 

the large entropy loss associated with surface adsorption. Similarly, we demonstrate the 32 



presence of LutH+ can stabilize *NNHx (x = 0, 1) species via formation of hydrogen bonds 1 

to the adsorbate but not to *NHx (x = 1, 2) species. The extent of the influence varies with 2 

transition metal, but the trends are similar.  3 

As suggested by Montoya et al.23, the challenge of the electrochemical reduction of 4 

N2 to NH3 is to design and synthesize a system that can achieve the requirements of 5 

selectively stabilizing *NNH and/or destabilizing *NH2, which will lead to higher limiting 6 

potential (UL). The negative of the free energy difference of an elementary step, -ΔG, is 7 

defined as the limiting potential (UL) -- the applied potential required such that the reaction 8 

downhill in free energy at each step. For surfaces like Ru(111), the potential-limiting step 9 

is the reductive adsorption of N2 to form *NNH. When *NNH binds stronger to the surface, 10 

the reaction energy for this step, which corresponds to the negative value of UL, will be 11 

lower. For Re(111), the limiting step is the reduction of *NH to form *NH2 (see supporting 12 

information, Figure S3). When the adsorption of the *NH2 is destabilized, it is much easier 13 

for the intermediate to desorb and hence free up more sites. Then the reaction energy 14 

should also be lower (higher UL). 15 

With the limiting potentials we obtain on each surface, we determine that all the 16 

values of the reductive N2 adsorption step fall off the original scaling line of the clean 17 

surface, while the reduction of *NH step does not change significantly. The results are 18 

shown in Figure 7. In the presence of LutH+, the maximum value of the limiting potential 19 

UL can be shifted upwards by 0.3 V. On the other hand, in aqueous systems, the solvation 20 

effects may only raise the theoretical limiting potentials by up to 0.1 V23. 21 

Although the limiting potential we determine is still lower than that of the hydrogen 22 

evolution reaction23, HER is successfully suppressed by high barriers to the Volmer 23 

reaction. Therefore, the 2,6-lutidinium can be a very promising candidate for 24 

electrochemical N2 reduction.  25 
 26 

 27 

Figure 7 Limiting potentials (UL) of N2 electro-reduction as a function of N-binding 28 

energy (ΔGN) for the fcc(111) terraces. For the most reactive surface, Re(111), the 29 

reduction is limited by the protonation of *NH to form *NH2. For other surfaces, the limiting 30 



step is the reductive adsorption of N2 to form *NNH. The dots are DFT results. Color black 1 

represents calculations performed on clean surfaces, results taken from Montoya et al.23 2 

When in the presence of LutH+, the results are shown in red.  3 

 4 

Conclusions 5 

We have compared the selectivity of a non-aqueous proton donor, 2,6-lutidinium 6 

(LutH+), to the electrochemical N2 reduction with that of the hydronium. We demonstrate 7 

that the competing HER process can be suppressed, since the Volmer reaction is 8 

rendered with quite higher barriers using LutH+ when compared to H3O+, mainly due to 9 

surface puckering. As a result of which it is much more difficult to get H onto the surface. 10 

Then the hydrogen evolution step, the Heyrovky reaction, is prohibited. The similarity 11 

between the Heyrovsky barriers with the two proton donors indicates that the rates of 12 

hydrogenation of adsorbed N2 and subsequent intermediates are still sufficiently fast. 13 

Therefore, a non-aqueous proton donor like LutH+, is a very promising candidate for 14 

electrochemical N2 reduction. 15 

We also show that the thermodynamic process of N2 reduction is not very different 16 

with aqueous or non-aqueous proton donors. By using LutH+, we can achieve higher 17 

selectivity without affecting the limiting potential. In fact, the maximum value of the limiting 18 

potential can be shifted upwards by 0.3 V in the presence of LutH+, while solvation effects 19 

in the aqueous system may only raise the limiting potentials by up to 0.1 V.   20 
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